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APPENDIX A
EVALUATION OF |vi(r|θ, li)|3

A. First case

The first case corresponds to the condition C1(ϕi, li, r): 3π/2 < ϕi < 2π, r < li| sinϕi| (Fig. 2-(a)). In this case, the overlap
occurs when 0 ≤ θ ≤ ϕi − π. According to Fig. 2-(a), for ϕi − π < θ < π,

|vi(r|θ, li)|2 = 0, (20)

and, for 0 ≤ θ ≤ ϕi − π,

|vi(r|θ, li)|2 =
r sin τi

2
(r cos τi +

r sin τi
tan(2π − ϕi)

), (21)

where τi
def
= ϕi − θ − π.

B. Second case

The second case corresponds to the condition C2(ϕi, li, r): π < ϕi ≤ 3π/2, r < li (Fig. 2-(b)). According to Fig. 2-(b), for
ϕi − π < θ < π,

|vi(r|θ, li)|2 = 0, (22)

and for 0 ≤ θ ≤ ϕi − π,

|vi(r|θ, li)|2 =
r sin τi

2
(r cos τi −

r sin τi
tan(ϕi − π)

). (23)

Because tan(2π− ϕi) = − tan(ϕi) = − tan(ϕi − π), the equations for the second case become identical to those for the first
case. C12(ϕi, li, r) is defined in Subsection IV-B.

C. Third case

The third case corresponds to the condition C3(ϕi, li, r): 3π/2 < ϕi < 2π, li| sinϕi| ≤ r (Fig. 2-(c)). In this case, we need to
consider three sub-cases. When two vertices on the diagonal of the parallelogram ω(r|θ, li) are on the line on which the (i+1)-th
line segment lies, li sin(2π−ϕi) = r sin(ϕi−π−θ). Let ζ1(ϕi, li, r), ζ2(ϕi, li, r) be θ satisfying li sin(2π−ϕi) = r sin(ϕi−π−θ)
(Fig. 2-(c’)). Here, ζ1(ϕi, li, r), ζ2(ϕi, li, r)(≤ ζ1(ϕi, li, r)), and γ(ϕi, li, r) > 0 are defined in Subsection IV-B, where arcsin
takes a value between −π/2 and π/2.

Dependent on whether θ is larger than ζ1(ϕi, li, r) (ζ2(ϕi, li, r)), the shape of vi(r|θ, li) is different: triangle or quadrangle.
Therefore, we obtain the following. For ϕi − π < θ < π,

|vi(r|θ, li)|2 = 0, (24)

for ζ1(ϕi, li, r) ≤ θ ≤ ϕi − π or for 0 < θ ≤ [ζ2(ϕi, li, r)]
+,

|vi(r|θ, li)|2 =
r sin τi

2
(r cos τi +

r sin τi
tan(2π − ϕi)

), (25)

and for [ζ2(ϕi, li, r)]
+ < θ ≤ ζ1(ϕi, li, r),

|vi(r|θ, li)|2 = lir sin θ −
li sin(2π − ϕi)

2
(li cos(2π − ϕi) +

li sin(2π − ϕi)

tan τi
). (26)

D. Fourth case

The fourth case corresponds to the condition C4(ϕi, li, r): π < ϕi ≤ 3π/2, li ≤ r (Fig. 2-(d)). In this case, similarly to the
third case, we need to consider three sub-cases. Because sin(2π − ϕi) = sin(ϕ− π) and li ≤ r, 0 < ζ1(ϕi, li, r) < ϕi − π. In
addition, ζ2(ϕi, li, r) < 0. Then, for ϕi − π < θ < π,

|vi(r|θ, li)|2 = 0, (27)

for ζ1(ϕi, li, r) ≤ θ ≤ ϕi − π,

|vi(r|θ, li)|2 =
r sin τi

2
(r cos τi +

r sin τi
tan(2π − ϕi)

), (28)

and for 0 < θ ≤ ζ1(ϕi, li, r),

|vi(r|θ, li)|2 = lir sin θ −
li sin(2π − ϕi)

2
(li cos(2π − ϕi) +

li sin(2π − ϕi)

tan τi
). (29)

Let C34(ϕi, li, r)
def
= C3(ϕi, li, r) ∪ C4(ϕi, li, r).
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E. Calculation of |vi(r|θ, li)|3
Note that |vi(r|θ, li)|2 is independent of the rotation of the x-axis, we can calculate it by assuming that the x-axis is set

along the i-th line segment. By using |vi(r|θ, li)|2 under this assumption, we can calculate |vi(r|θ, li)|3 =
∫
|vi(r|θ, li)|2dθ.

For each concave ϕi, overlap vi(r|θ, li) may occur between T and ω(r|θ, li). In addition, the concave ϕi may cause the
other overlap vi(r|θ, li+1) between T and ω(r|θ, li+1). Due to Eq. (7),

|Ts(r)|3 = 2r|T |1 −
∑
i

∑
j=12,3,4

∑
l=li,li+1

1(Cj(ϕi, l, r))

∫ π

0

|vi(r|θ, l)|2dθ. (30)

Here,

1(C12(ϕi, l, r))

∫ π

0

|vi(r|θ, l)|2dθ

= 1(C12(ϕi, l, r)){
∫ ϕi−π

0

r sin τi
2

(r cos τi −
r sin τi
tanϕi

)dθ}

= −1(C12(ϕi, l, r))r
2g1(ϕi)/8

= 1(C12(ϕi, l, r))g12(ϕi, r)
(31)

where g1(ϕi), g12(ϕi, r) are defined in Section IV-B. This is because∫ b

a

r sin τi
2

(r cos τi −
r sin τi
tanϕi

)dθ

= [−r2

8
(− cos(2τi) +

−2τi + sin(2τi)

tanϕi
)]ϕi−b−π
τi=ϕi−a−π.

(32)

In addition,

1(C3(ϕi, l, r))

∫ π

0

|vi(r|θ, l)|2dθ

= 1(C3(ϕi, l, r)){
∫ ϕi−π

ζ1(ϕi,l,r)

r sin τi
2

(r cos τi −
r sin τi
tanϕi

)dθ

+

∫ [ζ2(ϕi,l,r)]
+

0

r sin τi
2

(r cos τi −
r sin τi
tanϕi

)dθ

+

∫ ζ1(ϕi,l,r)

[ζ2(ϕi,l,r)]+
lr sin θ +

l sinϕi

2
(l cosϕi −

l sinϕi

tan τi
)dθ},

= 1(C3(ϕi, l, r))g3(ϕi, l, r),
(33)

where g3,1(ϕi, l, r), g3,2(ϕi, l, r), g3,3(ϕi, l, r), g3,4(ϕi, l, r) and g3(ϕi, l, r) are defined in Secction IV-B. This is due to Eq.
(32) and because, for j = 1, 2,

cos(2(ϕi − π − ζj(ϕi, li, r))) = 1− 2γ(ϕi, li, r)
2, (34)

sin(2(ϕi − π − ζj(ϕi, li, r)))

=

{
2γ(ϕi, li, r)

√
1− γ(ϕi, li, r)2, for j = 1,

−2γ(ϕi, li, r)
√

1− γ(ϕi, li, r)2, for j = 2.
(35)

Furthermore,

1(C4(ϕi, l, r))

∫ π

0

|vi(r|θ, l)|2dθ

= 1(C4(ϕi, l, r)){
∫ ϕi−π

ζ1(ϕi,l,r)

r sin τi
2

(r cos τi −
r sin τi
tanϕi

)dθ

+

∫ ζ1(ϕi,l,r)

0

lr sin θ +
l sinϕi

2
(l cosϕi −

l sinϕi

tan τi
)dθ},

= 1(C4(ϕi, l, r))g4(ϕi, l, r).
(36)

where g4(ϕi, l, r) is defined in Section IV-B.
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APPENDIX B
PROOF OF THEOREM 6

Note that Ik has the following characteristic.
Lemma 1: Assume the sufficient condition in Theorem 6. When s† ≺ Ik ≺ s′ ≺ Ik+1, there is only a single pair

(ϕ, l) ∈ {(ϕi, li), (ϕi, li+1)}i such that

1(C12(ϕ, l, s
†)) = 1,

1(C34(ϕ, l, s
†)) = 0,

1(C12(ϕ, l, s
′)) = 0,

1(C34(ϕ, l, s
′)) = 1.

This lemma is clear due to the definitions of C12, C34, and {Ik}k.
Lemma 2: When r = l + ϵ, ∑

k=3,4

1(Ck(ϕ, l, r))gk(ϕ, l, r) = 1(C34(ϕ, l, r))g4(ϕ, l, r) (37)

where ϵ is a very small positive constant.
Proof: When 1(C3(ϕ, l, l + ϵ)) = 0 and 1(C4(ϕ, l, l + ϵ)) = 1, it is clear that Eq. (37) is valid.

Assume that 1(C3(ϕ, l, l + ϵ)) = 1 and 1(C4(ϕ, l, l + ϵ)) = 0. This means 3π/2 < ϕ < 2π. Then, arcsin γ(ϕ, l, l +
ϵ) = 2π − ϕ − ϵ′ where ϵ′ is a very small positive constant. Thus, ζ2(ϕ, l, l + ϵ) = −ϵ′ < 0. When ζ2(ϕ, l, l + ϵ) < 0,
g3(ϕ, l, l + ϵ) = g4(ϕ, l, l + ϵ). Therefore, Eq. (37) is valid. �

A. Main part of proof of Theorem 6

When ϕi, li ∈ Ξk and li+1 ̸∈ Ξk (ϕi, li+1 ∈ Ξk and li ̸∈ Ξk), we call li+1 (li) the undetermined line segment of (ϕi,Ξk)
and use the notation l(ϕi,Ξk) to express this undetermined line segment. When Ik = [li⟨sinϕi⟩, li], define l(Ik) = li. Set
Ξ1 = ∅.

For s′ ≺ I1,
∑

l=lj ,lj+1
1(C34(ϕj , l, s

′)) = 0 for any j. Therefore, due to Lemma 1, for I1 ≺ s3 < s4 ≺ I2, there exists a
single pair (ϕi, l) that satisfies the following conditions with k = 3, 4 where l = li or li+1:{

1(C34(ϕi, l, sk)) > 0,
1(C34(ϕj , l, sk)) = 0, for any j ̸= i.

We can assume 1(C34(ϕi, li, sk)) = 1,1(C34(ϕi, li+1, sk)) = 0 without loss of generality. Set sk − l(I1) = ϵk, a very small
positive constant, for k = 3, 4, and apply Eq. (37) with l = l(I1), r = l(I1) + ϵk. Then, due to Eq. (12), we can obtain

q(sk) = −g4(ϕi, li, sk) + g12(ϕi, sk)

(k = 3, 4). By using a given q(s3) and q(s4), unknown parameters ϕi and li are uniquely determined (see Appendix C-A).
Update Ξ0 by adding the parameters determined here. That is, set Ξ1 = Ξ0 ∪ {ϕi, li} = {ϕi, li}.

Similarly, for I2 ≺ r ≺ I3, we can determine a pair (ϕ, l) ̸∈ Ξ1 or a undetermined line segment l(ϕ,Ξ1). Note, for
I2 ≺ r ≺ I3, (1) or (2) defined below occurs:
(1) there exists a single pair (ϕ, l) ̸∈ Ξ1 that{∑

l 1(C34(ϕ, l, r)) > 0,∑
l 1(C34(ϕ

′, l, r)) = 0, for any ϕ′ ̸∈ Ξ1 ∪ {ϕ},

(2) there exists (ϕ, l) ∈ Ξ1 that 
1(C34(ϕ, l, r)) = 1,
1(C34(ϕ, l(ϕ,Ξ1), r)) = 1,∑

l=lj ,lj+1
1(C34(ϕj , l, r)) = 0, for any ϕj ̸∈ Ξ1.

For (1), we can assume 1(C34(ϕk, lk, r)) = 1, 1(C34(ϕk, lk+1, r)) = 0 without loss of generality. Then, for I2 ≺ s5 < s6 ≺
I3, set sj − l(I2) to be a very small positive constant ϵj for j = 5, 6, and apply Eq. (37) with l = l(I2), r = l(I2) + ϵj . Then,
due to Eq. (12),

q(sj) +

4∑
m=3

∑
ϕ,l∈Ξ1

1(Cm(ϕ, l, sj))gm(ϕ, l, sj)− g12(ϕ, sj) = −g4(ϕk, lk, sj) + g12(ϕk, sj),

where j = 5, 6. Because we have already uniquely determined ϕi, li, the left-hand side of the above equation is given.
Thus, ϕk, lk are uniquely determined (see Appendix C-A). Update Ξ1 by adding the parameters determined here. That is, set
Ξ2 = Ξ1 ∪ {ϕk, lk}.
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For (2), for I2 ≺ s5 ≺ I3, set s5−l(I2) to be a very small positive constant ϵ5 and apply Eq. (37) with l = l(I2), r = l(I2)+ϵ5.
Then, due to Eq. (12),

q(s5) +

4∑
m=3

∑
ϕ,l∈Ξ1

1(Cm(ϕ, l, s5))gm(ϕ, l, s5)− 2g12(ϕ, s5) = −g4(ϕi, l(ϕi,Ξ1), s5).

By using the given left-hand side of the above equation, l(ϕi,Ξ1) is uniquely determined (see Appendix C-B). Update Ξ1 by
adding the parameters determined here. That is, set Ξ2 = Ξ1 ∪ {l(ϕi,Ξ1)}.

By repeating this procedure, we can uniquely determine |T |1, |T |2, and {li, li+1, ϕi > π}i.

APPENDIX C
PROOF OF UNIQUENESS

A. Proof of uniqueness regarding ϕ and l

In this section, we use the notations

G1 ≡
{
(ϕ, l, r)|π < ϕ ≤ 3π/2, l ≤ r

}
,

G2 ≡
{
(ϕ, l, r)|3π/2 < ϕ < 2π, l| sinϕ| ≤ r

}
.

Below, we define arcsin(·) with its value on the interval (−π/2, π/2) and arccos(·) on (0, π). We also simplify the rep-
resentations of some of the functions below. They were obtained with the aid of elementary calculations, and we omit the
proof: 

cos(ζ1(l, ϕ, r)) = −
√

1−
(
γ(ϕ, l, r)

)2
cosϕ

+lr−1 sin2 ϕ,

g3,1(l, ϕ, r) = −2
( l sinϕ

r

)2

+
2arcsin γ(l, ϕ, r)

tanϕ

+2lr−1

√
1−

(
γ(ϕ, l; r)

)2
cosϕ,

g1(ϕ) = −2

{
1− (ϕ− π)

tanϕ

}
.

(38)

We prove the uniqueness of a solution when the estimability condition holds.
Using Eq. (38), we obtain the following equality.

Φ(ϕ, l, r) ≡ −g4(ϕ, l, r)−
r2

8
g1(ϕ)

= −lr +
r2

4
− 3l

4

√
r2 − (l sinϕ)2 cosϕ

+
3

4

(
l sinϕ

)2 − r2ζ1(ϕ, l, r)

4 tanϕ

− l2ζ1(ϕ, l, r)

2
sinϕ cosϕ

+
(
log(r/l)

) (l sinϕ)2
2

(39)

Now, we introduce the notation x = (ϕ, l) and regard r as a parameter for the meanwhile. We also use the notation
Φ(x; r) ≡ Φ(l, ϕ, r) hereafter. Then, we prove uniqueness in accordance with the following argument.

Let us suppose that two points {xj}j=1,2 = {(ϕj , lj)}2j=1 satisfy

Φ(x1; ri) = Φ(x2; ri) = di (i = 1, 2).

Since this means
Φ(x1; ri)− Φ(x2; ri) = 0 (i = 1, 2),
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by virtue of the mean value theorem, we have(
x1 − x2

)
·
∫ 1

0

∇Φ(ηx1 + (1− η)x2; ri) dη = 0

(i = 1, 2), (40)

where ∇ = (∂/∂ϕ, ∂/∂l)T. Let us introduce

x̃ = x1 − x2,

f1(r;x1,x2) ≡
∫ 1

0

∂Φ

∂ϕ
(ηx1 + (1− η)x2; r) dη,

f2(r;x1,x2) ≡
∫ 1

0

∂Φ

∂l
(ηx1 + (1− η)x2; r) dη.

Then, Eq. (40) equals

M(x1,x2)x̃ = 0,

where
M(x1,x2) = [mij ]i,j=1,2

with mi,j = fj(ri;x1,x2). Therefore, if

detM(x1,x2) ̸= 0 (41)

holds for every (x1,x2), it means x̃ = 0, which directly leads to the desired statement.
Now, assume r1 < r2 without loss of generality; then, Eq. (41) amounts to

f1(r1;x1,x2)f2(r2;x1,x2)

−f1(r2;x1,x2)f2(r1;x1,x2) ̸= 0. (42)

Thereby, it is sufficient to show, for instance,

f1(r1;x1,x2) ≥ f1(r2;x1,x2),

f2(r1;x1,x2) ≤ f1(r2;x1,x2) ∀x1,x2

for Eq. (42). In particular, it suffices to show

∂Φ

∂l
(ϕ, l, r1) ≥

∂Φ

∂l
(ϕ, l, r2), (43)

∂Φ

∂ϕ
(ϕ, l, r1) ≤

∂Φ

∂ϕ
(ϕ, l, r2) (44)

∀(ϕ, l, ri) ∈
2∪

i=1

Gi, r1 < r2,

and we shall prove Eqs. (43)–(44) below.
It is obvious that Φ(ϕ, l, r) is smooth enough with respect to (ϕ, l, r), and we first derive ∂Φ/∂r. By virtue of Eq. (39),

after some calculations, we have

∂Φ

∂r
= −l +

r

2
− l cosϕ

2r

√
r2 − (l sinϕ)2 +

(l sinϕ)2

2r

− r

2 tanϕ

{
ϕ− π + arcsin(l sinϕ/r)

}
. (45)

From this, we deduce

∂2Φ

∂l∂r
=

1

r

(
−r + l sin2 ϕ−

√
r2 − (l sinϕ)2 cosϕ

)
. (46)

Since −r + l sin2 ϕ ≤ 0, it is sufficient to consider the case cosϕ ≤ 0 to show the non-positiveness of the right-hand side. It
is easily seen that | − r + l sin2 ϕ| ≥ |

√
r2 − (l sinϕ)2 cosϕ| holds, since

| − r + l sin2 ϕ|2 − |
√

r2 − (l sinϕ)2 cosϕ|2
= (r − l)2 sin2 ϕ ≥ 0.

Thus, due to Eq. (46), ∂2Φ
∂l∂r ≤ 0 holds for ϕ ∈ (π, 2π), which corresponds to Eq. (43).
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Next, using Eq. (45) again, some lengthy calculations yield

∂2Φ

∂ϕ∂r
=

1

2r sin2 ϕ

[
2l2 sin3 ϕ cosϕ− r2 sinϕ cosϕ

+
√
r2 − (l sinϕ)2(2 sin2 ϕ− 1)l sinϕ

+r2
{
ϕ− π + arcsin(l sinϕ/r)

}]
. (47)

This time, we discuss the positivity of the right-hand side of Eq. (47) for two cases with respect to the values of ϕ: (ϕ, l, r) ∈ G1

or G2.
The first case is when (ϕ, l, r) ∈ G1, where cosϕ = −

√
1− sin2 ϕ holds. By taking into account ϕ−π = arcsin(sin(ϕ−π)) =

arcsin(− sinϕ), denoting y = sinϕ leads to

∂2Φ

∂ϕ∂r
= (r2y − 2l2y3)

√
1− y2

+ly(2y2 − 1)
√
r2 − (ly)2

+r2
{
arcsin(ly/r)− arcsin(y)

}
, (48)

where y ∈ (−1, 0). To show the positivity of the right-hand side of Eq. (48), we regard it as a function of r by fixing the
variable y, which is denoted by f(r). Then,

g(r) ≡ f ′(r)

2r
= y

√
1− y2

[
1− l

√
1− y2√

r2 − (ly)2

]
+
{
arcsin(ly/r)− arcsin(y)

}
.

Obviously, g(l) = 0 holds, and in addition,

g′(r) =
ly3(l2 − r2)

r2

{
r2 − (ly)2

}−3/2

≥ 0

∀r ≥ 0, y ∈ (−1, 0).

This implies g(r) ≥ 0 ∀r ≥ l for each y ∈ (−1, 0), and therefore, f ′(r) ≥ 0 on the same interval. By noting that f(l) = 0
holds due to Eq. (48), we arrive at

∂2Φ

∂ϕ∂r
≥ 0 ∀r ≥ 0, y ∈ (−1, 0).

In the second case, when (ϕ, l, r) ∈ G2, we first note that

ϕ− π + arcsin(l sinϕ/r)

=
(
ϕ− 3π

2

)
+

π

2
+ arcsin(l sinϕ/r)

= arccos(− sinϕ) + arccos(−l sinϕ/r).

By applying this to Eq. (47) and introducing z = − sinϕ ∈ (0, 1), we obtain

∂2Φ

∂ϕ∂r
=

1

2rz2

[
(r2z − 2l2z3)

√
1− z2

+rlz(1− 2z2)
√
1− (lz/r)2

+r2
{
arccos(z) + arccos(lz/r)

}]
(49)
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In accordance with the definition of arccos(z), we have

r2 arccos(z) + (r2z − 2l2z3)
√

1− z2

= 2z(r2 − (lz)2)
√

1− z2 + 2z2
∫ 1

z

√
1− t2 dt ≥ 0,

r2 arccos(lz/r) + (rlz − 2rlz3)
√

1− (lz/r)2

= 2rlz(1− z2)
√

1− (lz/r)2 + 2r2
∫ 1

lz/r

√
1− t2 dt

≥ 0.

Thus, we arrive at
∂2Φ

∂ϕ∂r
≥ 0 ∀r ≥ 0

in this case also. This corresponds to Eq. (44), and now, we have completed the proof of uniqueness by virtue of the preceding
arguments.

B. Proof of uniqueness regarding l

With (ϕ, r) provided, we solve the problem

g4(l, ϕ, r) = q (50)

with respect to l. By making use of Eq. (38) in the preceding subsection, we write

g4(l, ϕ, r) = lr

[
1 +

3

4

√
1−

(
γ(ϕ, l, r)

)2
cosϕ

]

−3

4

(
l sinϕ

)2 − r2 arcsin γ(ϕ, l, r)

4 tanϕ

+
l2ζ1(ϕ)

2
sinϕ cosϕ− (l sinϕ)2

2
log

(r
l

)
. (51)

If we regard the right-hand side of Eq. (51) as a function of l and denote it by Ψ(l), then we have

Ψ′(l) = r +

√
r2 −

(
l sinϕ

)2
cosϕ

−l
(
1 + log

(r
l

))
sin2 ϕ

+l
(
ϕ− π arcsin γ(ϕ, l, r)

)
sinϕ cosϕ. (52)

In the following, we show the non-negativity of Ψ′(l) for any (ϕ, l, r) ∈ Gi (i = 1, 2) separately.
First, we consider the case (ϕ, l, r) ∈ G1. In this case, we fix l and ϕ, and regard the right-hand of Eq. (52) as a function

of r, denoted by F (r). Then, we show F (r) ≥ 0 ∀r ≥ l with (ϕ, l, r) ∈ G1. By virtue of elementary calculations, it is easily
seen that

F |r=l = J1 + J2,
J1 ≡ 2l sin2 ϕ,

J2 ≡ l
(
ϕ− π + arcsin

( l sinϕ
r

))
sinϕ cosϕ.

It is obvious that J1 ≥ 0 holds. Then, introducing y = sinϕ, we have ϕ − π = arcsin(y) as we have seen in the previous
subsection. This leads to

ϕ− π + arcsin
( l sinϕ

r

)
= arcsin(ly/r)− arcsin(y) ≥ 0,

and we have J2 ≥ 0 on G1. These indicate
F |r=l ≥ 0. (53)

In addition, it is easily seen that

F ′(r) = 1 +

√
r2 − (l sinϕ)2 cosϕ

r
− l sin2 ϕ

r
≥ 0.
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This, together with Eq. (53), implies Ψ′(l) ≥ 0 on G1.
Next, we consider the case (ϕ, l, r) ∈ G2. Since ϕ ∈ (3π/2, 2π) in this case, we have

ϕ− π + arcsin
( l sinϕ

r

)
= arccos(− sinϕ) + arccos(−l sinϕ/r).

Therefore, by taking z = − sinϕ ∈ (0, 1) and making use of 1 + log x ≤ x ∀x ≥ 0, we have

Ψ′(l) = r +
√

r2 − (lz)2
√

1− z2 − lz2
(
1 + log

(r
l

))
+lz

√
1− z2

{
arccos(z) + arccos(lz/r)

}
≥ (r + lz2)(1− z2)

+
(
1 +

(lz)2

r2

)√
r2 − (lz)2

√
1− z2 ≥ 0.

This completes the proof.

APPENDIX D
ESTIMATION METHOD FOR {li, li+1, ϕi}

Under limited cases such as a small number of concave vertices and large number of sensing results available, the following
procedure theoretically can estimate {li, li+1, ϕi} when the estimability condition is satisfied. However, the estimated results
are often unstable.

Let q̂(r) be an estimator of q(r). Then, it is given as follows.

q̂(r) = 2π|Ω|2N(r)/ns − 2|̂T |1r − 2π|̂T |2 − 2r2
∑
i

ĝ1(ϕi)/8 (54)

where
∑

i ĝ1(ϕi) = 4
∑

j=1,2{π|Ω|2N(sj)/ns − |̂T |1sj − π|̂T |2}/s2j .

We expect that q1(r)
def
= q̂(r) ≈ 0 for r < I1. Therefore, by plotting q̂(r), we can estimate where I1 is and choose s3, s4 > I1

(Fig. 10). s3 and s4 should not be too large, because they should satisfy s3, s4 < I2. Because q(sk) = −g4(ϕi, li, sk) −
s2kg1(ϕi)/8 (k = 3, 4), we can estimate ϕi, li by using the calculated q1(s3), q1(s4) and solving the following equations for
k = 3, 4.

q1(sk) = −g4(ϕi, li, sk)− s2kg1(ϕi)/8 (55)

By using the estimated ϕi, li, plot qm+1(r)
def
= qm(r) +

∑
j=3,4(gj(ϕ̂i, l̂i, r) + r2g1(ϕ̂i)/8)1(Cj(ϕ̂i, l̂i, r)) with m = 1. We

expect that q2(r) ≈ 0 for r < I2. Therefore, by plotting q2(r), we can estimate where I2 is and choose s5, s6 > I2 (Fig. 10).
For I2 < s5 < s6 < I3,

q2(sk) = −g4(ϕj , lj , sk)− s2kg1(ϕk)/8 (56)

for k = 5, 6. Hence, we can estimate ϕj , lj by using the calculated q2(s5), q2(s6) and solving the equations similar to Eq. (55)
for k = 5, 6. If the estimated ϕj is approximately equal to ϕi, judge that j = i and adopt the estimated lj as li+1.

Repeat these steps by using qm(r). We expect that we can estimate {li, li+1, ϕi}i.
A numerical example is provided here to illustrate the estimation method mentioned above. T is that used in Subsection E.

T has one concave vertex with ϕ1 = 4.89 and l1 = 9.434, l2 = 5.385. We performed a simulation with Nd = 100000 and
|Ω|2 = 2500. According to Eq. (54), q1(r) = q̂(r) was obtained as a function of r (Fig. 10). On the basis of this figure, we
chose s3 = 6, s4 = 8. Then, we obtained two equations (Eq. (55)) with s3 = 6, s4 = 8. As a solution of these equations, we
obtained an estimated ϕ1 = 5.40 and l1 = 2.69. By using these estimated results, we plotted q2(r) and chose s5 = 13, s6 = 15
(Fig. 10). We solved two equations (Eq. (56)) with s5 = 13, s6 = 15 and obtained the estimated ϕ2 = 5.293 and l2 = 10.79. On
the basis of the plotted q3(r) (Fig. 10), we judged that all {li, li+1, ϕi}i were estimated because q3(r) ≈ 0 for 0 < ∀r < rmax.
Because ϕ̂1 ≈ ϕ̂2, we judge that they are identical.

APPENDIX E
PARAMETER DESIGN

With the proposed estimation method, we use parameters rmax and s1, s2. To obtain a good estimate, we should appropriately
design the values of these parameters. We use a simple quadrangle as T and try various values of parameters in the estimation
method to determine them. The quadrangle has four edges with l1 = 9.434, l2 = 5.385, l3 = 10, and l4 = 10

√
2 and one

concave vertex with a radian of ϕ1 = 4.89.
We determine rmax by using e(r)/σ for this quadrangle. We conducted a simulation, and the results are shown in Fig. 11

with Nd
def
= N0 + N+ = 10000 for each simulation run. In this figure, the average of e(r)/σ of 20 runs is plotted against
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r/rmax for each rmax. According to this figure, rmax ≈ li or r ≈ li can detect non-convexity well if we judge it by evaluating
that e(r)/σ is larger than a threshold. Specifically, r ≈ min(li, li+1) is suitable to detect non-convexity.

However, we do not know the exact li. To be applicable to various T , it is better to use various r to cover various li. In
the following, we use rmax = 20 and r/rmax = 0.3, 0.5, 0.7. We can then obtain three e(r)/σ corresponding to each value of
r/rmax. By using these three e(r)/σ, we choose the largest and judge the non-convexity of T if it is larger than a threshold.

Next, we determined s1, s2 by using the simulation results for this quadrangle with Nd = 10000. The results are shown in
Fig. 12. For various s1 and s2, |T |1 is estimated with the proposed method using Eqs. (14) and (16), and its relative error
is evaluated. The last one is the result assuming the convexity and calculated using Eq. (14). As shown in this figure, |̂T |1
assuming the convexity has a large negative bias, that is, underestimates |T |1 for a non-convex T . However, the relative error
has a very small variance. In comparison, |T |1 estimated with the proposed method has a very small bias and a large variance.
Therefore, the estimation of |T |1 for a non-convex T requires a large number of samples. In general, (i) a too small or too
large s1 may cause a bias, and (ii) a large s2−s1 has a small variance of the relative error. As a result, s1 = 1 and s2 ≈ li, li+1

are appropriate combinations. Because we do not know the exact li, we calculate |̂T |1 using Eq. (14) with a small number of
samples and use, for example, s2 = |̂T |1/10.

APPENDIX F
T USED IN SUBSECTION VII-A
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